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Bitcoin: A Peeto-Peer Electronic Cash System

AFrom Database and Distributed Computing Perspective

Aldentities and Signatures
A Public/Private key pair

AlLedger

A The balance of each identity (saved in the blockchain)

ATransactions
A Move bitcoins from one identity to another
A Concurrency control to serialize transactions (Mining Bot\)

A Typically backed by a transactions log (blockchain)
A Log is persistent (replicated across the network nodes)
A Log is immutable and tampdree (PoWand Hash pointers)
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ASignatures and public keys are combined usiaghing
ATakesany string xof any lengthas input
AFixedoutput size (e.g.256bits)

AEfficiently computable.

ASatisfies:

A Collision Freeno two X, y s.t. H(X) = H(y)
A Message digest

A Hiding Gven H(x) infeasible to find x (oweay hash function)
A Commitment commit to a value and reveal later

A Puzzle FriendiyGiven a random puzzle ID and a tarsetY it is hard to find x such
that: H(ID | xp Y
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256-bit (32-byte) unique string

SHAR56abg =
ba7816f8f0lcfead1414@le5dac222H00361a39617 A9chd 10612001 5d

SHAR56abQ =
0a2432a1e3498fdb9bfca01bbade9f2836990¢937193184dee26c6f3hb8F 76
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AA network of nodes maintains a ledger

ANetwork nodes work to agree on transactions order
A Serializing transactions on every coin prevents double spending
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AHow to agree on transaction order? S

AWhat incentives network nodes to maintain the ledger? -~ N ,




DSL

What Is the Ledger?

UCSB



DSL

What Is the Ledger?

ABlockchain

UCSB



DSL

What Is the Ledger?

ABlockchain

UCSB



DSL

What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks

UCSB



DSL

UCSB
What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks
ABlocks are chained to each other through pointers (Hence blockchain)



DSL

UCSB
What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks
ABlocks are chained to each other through pointers (Hence blockchain)

TA
%

T




DSL

What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks

UCSB

ABlocks are chained to each other through pointers (Hence blockchain)

TA
%

T

TA
%

T




DSL

What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks

UCSB

ABlocks are chained to each other through pointers (Hence blockchain)

TA
%

T

T

%

T

TA
%

&




DSL

What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks

UCSB

ABlocks are chained to each other through pointers (Hence blockchain)

TA
%

T

T

%

T

TA
%

&




DSL

What Is the Ledger?

ABlockchain

ATransactions are grouped into blocks

UCSB

ABlocks are chained to each other through pointers (Hence blockchain)

TA
%

T

T

%

T

TA
%

&

TA
%

T




DSL

™,
X,

X,

™,
X,

X,

TXq
X,

X,

The Ledge® WhatAbout's?

TX;
X,

X,

UCSB



DSL

AWhere is the ledger stored?

™,
X,

X,

™,
X,

X,

TXq
X,

X,

The Ledge® WhatAbout's?

TX;
X,

X,

UCSB



DSL

The Ledge® WhatAbout's?

AWhere is the ledger stored?

AEach network node maintains its copy of the ledger

™,
X,

X,

™,
X,

X,

TXq
X,

X,

TX;
X,

X,

UCSB



DSL

The Ledge® WhatAbout's?

AWhere is the ledger stored?

AEach network node maintains its copy of the ledger
AHow is the ledger tampefree?

™,
X,

X,

™,
X,

X,

TXq
X,

X,

TX;
X,

X,

UCSB



DSL

The Ledge® WhatAbout's?

AWhere is the ledger stored?

AEach network node maintains its copy of the ledger

AHow is the ledger tampefree?

1. Blocks are connected throudtashpointers

Hash()

Hash()

X,
X,

X,

™,

™%,

X,

TXq
X,

X,

Hash()

TX;
X,

X,

UCSB



DSL

AWhere is the ledger stored?
AEach network node maintains its copy of the ledger

AHow is the ledger tampefree?

The Ledge® WhatAbout's?

1. Blocks are connected throudtashpointers

A Each block contains the hash of the previous block
A This hash gives each block its location in the blockchain
A Tampering with the content of any block can easily be detedtethis enough? NP

Hash()
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AHow is the ledger tampefree?

1. Blocks are connected throudfashpointers
A Each block contains the hash of the previous block
A This hash gives each block its location in the blockchain
A Tampering the content of any block can easily be detedtethis enough? NP
2. Replacing a consistent blockchain with another tampered consistent block
chain should benade very har¢g How?
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AThe ledger is fully replicated to all network nodes

ATo make progress:
ANetwork nodes group new transactions into a block
ABlocks are fixed in siz&NIB)

ANetwork nodesvalidate new transactions to make sure that:
A Transactions on the new block not conflictwith each other
A Transactions on the new block not conflictwith previous blocks transactions

ANetwork nodes need to agree on the next block to be added to the blockchain
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ATypes of systems: synchronous and asynchronous

AProblem statement: given n processes and one leader:

A Agreement all correct processes agree on the same value
A Validity. If initiator does not fail, all correct processes agree on its value

ATypes of failure:
A Crash
A Malicious (or Byzantine)

Almportant Impossibility Results:

A FLPjn asynchronoussystems:
A With evenl crash failure, termination isBguaranteed (no liveness)

A Synchronousystems:
A Termination is guaranteed if number of failed malicious processes (f) is atlh@ast
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APaxos is a consensus algorithm
AProcesses want to agree on a value (e.g., the next block to be added to the ch:

APaxos is currently used to manage local data in glstalle systems
ASpanner [OSRI2, SIGMOR7], Megastore [CID®R1], etc

AMulti-Paxos, simplified:
Alnitially, a leader is elected bynaajority quorum
AReplication:Leader replicates new updates torajority quorum

AL eader Electiontf the leader fails, a new leader is elected
A

Leader Replication Replication

Election

Majority



DSL

Can Network Nodes USaxo8



DSL

Can Network Nodes USaxo8
5 s
0 |

ri Fi 1 N

UCSB



DSL

Can Network Nodes USaxo8

UCSB



DSL

PaxoLLonsensus

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori
APermissionedrsPermissionlessettings

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori
APermissionedrsPermissionlessettings

APermissionlessetting:
A Network nodes freely join or leave the network at anytime

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori
APermissionedrsPermissionlessettings

APermissionlessetting:
A Network nodes freely join or leave the network at anytime

ATolerates onl\Crashfailures

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori
APermissionedrsPermissionlessettings

APermissionlessetting:
A Network nodes freely join or leave the network at anytime

ATolerates onl\Crashfailures
AHowever, network nodes can béalicious

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori
APermissionedrsPermissionlessettings

APermissionlessetting:
A Network nodes freely join or leave the network at anytime

ATolerates onl\Crashfailures
AHowever, network nodes can béalicious

ATo make progress, at leabt2 of the participants should balive
AProgress is not guaranteed (FLP impossibility)

UCSB



DSL

PaxoLLonsensus

AAll participantsshould be knowra priori
APermissionedrsPermissionlessettings
APermissionlessetting:

A Network nodes freely join or leave the network at anytime

ATolerates onl\Crashfailures
AHowever, network nodes can béalicious
ATo make progress, at leabt2 of the participants should balive
AProgress is not guaranteed (FLP impossibility)

AAlso, Paxos has high network overhead
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PracticaByzantine Fault Tolerance (PBFT)

AGoal: Implement a deterministic replication service wethitrary
malicious faultsin an asynchronous environment

ANo assumptions about faulty behavior
ANo bounds on delays

AProvidessafetyin asynchronous system and assume eventual time bounds
for liveness

AAssumptions: ) i
A3f+1 replicas to tolerate f Byzantine faults (optimal) ~ “"“"" quorum

A guorums have at leasif+1 replicas
A quorums intersect iri+1, hence have at least one correct repli
A Strong cryptography

AOnly for livenesseventual time bounds 3f+1 replicas
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The algorithm has three main phasebk). [{re-preparepicks order of requests 2)prepareensures
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The algorithm has three main phasebk). [{re-preparepicks order of requests 2)prepareensures
order within views, §) commitensures order across views

(6) The client waits for+1 replies from different replicas with theameresult

Request Preprepare Prepare Commit Reply

replica O
(Primary)

replica 1
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AToleratesByzantine (Malicioudgilures
ATo make progress, at lea®t3 of the participants should beorrect
AProgress is not guaranteed (FLP impossibility)

AHowever, PBFT ig&rmissioned
AAIl participants should be knowanpriori

AAlso, PBFT has high network overhead2DjiNimber of messages]
AEvery node mulicasts their responses to every other node
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Nakamot@® Consensus

Alntuitively, networknodesrace to solve a puzzle
AThis puzzle is computationally expensive

AOnce a network node finds (mines) a solution:
Alt adds its block of transactions to the blockchain
Alt multi-casts the solution to other network nodes
A Other network nodes accept and verify the solution
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A D: dynamically adjusted difficulty
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Difficulty bits Version
A Difficulty is adjusted every 2016 blocks (almost 2 weeks) | | Previous Block Hash

SH%GQ Merkle Tree Root Hash Header C]

’ TXeward Time Stamp
Current Target Bits
Nonce
o=

T)ﬂ T>€ TX TXeward

% DS % X
> - : : % Transactions

™ T4 X, T




DSL

Difficulty

UCSB



DSL

Difficulty

AAdjust difficulty every 2016 blocks

UCSB



DSL

Difficulty

AAdjust difficulty every 2016 blocks
AExpectec20160 mins to mine (10 mins per block)

UCSB



DSL

Difficulty

AAdjust difficulty every 2016 blocks
AExpectec20160 mins to mine (10 mins per block)
AActualtime = timestamp of block 2016time stamp of block 1

UCSB



DSL

Difficulty

AAdjust difficulty every 2016 blocks

AExpectec20160 mins to mine (10 mins per block)
AActualtime = timestamp of block 2016time stamp of block 1
ANew _difficulty = old_difficulty £xpectedactual

UCSB



DSL

Difficulty

AAdjust difficulty every 2016 blocks

AExpectec20160 mins to mine (10 mins per block)

AActualtime = timestamp of block 2016time stamp of block 1
ANew _difficulty = old_difficulty £xpectedactual

ADifficulty decreases if actual > expected, otherwise, increases
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